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A B S T R A C T   

This paper studies a new integrated production scheduling and vehicle routing problem where the production of 
customer orders is performed under a batch manufacturing environment and order deliveries are made by multi- 
trip heterogeneous vehicles in soft time windows. A bi-objective mixed-integer programming model with 
maximizing total profits and minimizing total weighted earliness and tardiness has been established. We develop 
a hybrid collaborative framework to solve this problem, which nests the collaborative mechanism in an opti-
mization mode based on the hybrid algorithm. In the collaborative mechanism, a property on the ideal optimal 
departure time of the tour is first proposed, based on which an exact strategy is developed to simultaneously 
coordinate batch manufacturing and tour departure schedules. High-quality integrated solutions are provided by 
simultaneously making both production scheduling and vehicle routing decisions. Then, in order to get the best 
integrated solution, we adopt a multi-objective evolutionary algorithm improved by an adaptive large neigh-
borhood search strategy based on the specific problem and coding form to realize the optimization mode. 
Computational experiments are performed on a dataset containing 30 instances of various scales. The results 
show that the proposed hybrid collaborative framework performs well in cardinality, convergence, distribution 
and spread, which is a very competitive method to solve this problem.   

1. Introduction 

Production and distribution are important issues in supply chain 
management. Especially in fast-moving consumer goods (FMCG) (e.g., 
beverages, bread, etc.) manufacturing enterprises, products usually have 
features such as short fixed shelf lifespan and rapid circulation (Liu et al., 
2021). Timely delivery of products is required after being manufactured, 
thereby a rational production and distribution plan is crucial to enter-
prise operation. The traditional decision of production and distribution 
is performed separately and sequentially, which guarantees timely de-
livery by way of premature manufacturing or frequent vehicle deliveries 
(Fu et al., 2017). However, these two ways will lead to high inventory 
costs or distribution costs, and it is difficult to ensure effective coordi-
nation of production and distribution (Absi et al., 2018; Darvish and 
Coelho, 2018). Therefore, in order to reduce the overall cost of the 
supply chain while satisfying customer expectations for timely delivery, 
it is necessary to design a coordinated integrated production and dis-
tribution plan for FMCG manufacturing enterprises. 

With the increasingly fierce market competition, customers put 

forward higher requirements for timely delivery. Due to the difference in 
order delivery time and the limitations of production line capacity, the 
quantity and capacity of delivery vehicles, it is difficult to force all or-
ders to be delivered within the specified time window (Figliozzi, 2010). 
Thus, it is reasonable and necessary to consider orders with soft time 
windows that allow delivery beyond the time window but both early and 
tardy delivery degrade customer satisfaction (Oladzad-Abbasabady 
et al., 2023; Zhao et al., 2023). In addition, the consideration of soft time 
windows provides flexibility in the departure time of the vehicle tour 
(Mohammadi et al., 2020). The flexible departure time of the tour means 
that the tour can be delivered at any moment after all orders assigned to 
this tour have been produced, but different departure times correspond 
to different earliness or tardiness for orders on this tour. 

In many real-life FMCG manufacturing enterprises, batch 
manufacturing becomes a common practice for reducing the inventory 
backlog. And mass production with large-scale inventory is no longer a 
desirable decision (Vahdani et al., 2017). A batch is defined as a group of 
orders consisting of different varieties of products assigned to a vehicle 
tour. There is a one-to-one correspondence between batches and tours. 
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In addition, batch manufacturing and vehicle tours with flexible de-
parture times make the formulation of an integrated manufacturing- 
inventory-vehicle routing plan challenging. We not only need to 
conduct a rational tour (batch) division, but also to determine the pro-
duction time of each batch and the tour departure time based on 
reducing inventory costs and meeting the delivery time constraints for 
customers as possible. And batch manufacturing is strongly associated 
with vehicle tour departure schedules. Therefore, it is important to 
establish a collaborative mechanism for production scheduling with 
batch manufacturing and vehicle routing with flexible departure time in 
the manufacturing-inventory-vehicle routing integration. 

Our research can be regarded as a novel variation of an integrated 
production-distribution scheduling (IPDS) problem, which concerns 
batch manufacturing and soft time windows. We aim to find an inte-
grated production scheduling and vehicle routing solution, while 
achieving maximum total profits and the highest possible customer 
satisfaction. The main contribution is as follows:  

• We consider a novel production-distribution environment involving 
production scheduling with batch manufacturing and vehicle routing 
with soft time windows and multi-trip heterogeneous vehicles. This 
problem is investigated for the first time in the related literature.  

• A bi-objective mixed-integer programming model with maximizing 
total profits and minimizing total weighted earliness and tardiness is 
established. A hybrid collaborative framework is designed to solve 
this model, which includes a collaborative mechanism and an opti-
mization mode based on the hybrid algorithm.  

• In the collaborative mechanism, according to the delivery penalty 
time function, the ideal optimal departure time of the tour is first 
proposed, based on which an exact strategy is developed to simul-
taneously coordinate batch manufacturing and tour departure 
schedules. 

This paper is organized as follows: Section 2 reviews relevant liter-
ature about IPDS. Section 3 gives a formal description of the problem 
and a mixed-integer programming model. Section 4 details the design 
and realization of the hybrid collaboration framework. Section 5 proves 
the applicability of our model through 30 instances of various scales, 
and verifies the superiority of the proposed framework. Finally, Section 
6 gives conclusions and future research directions. 

2. Literature review 

In recent years, the IPDS problem involving routing decisions has 
received increasing attention from researchers. For interested readers, 
the study of Moons et al. (2017) can be referred. Table 1 provides an 
overview of related research to clearly recognize the value of our 
research. 

For production characteristics, most publications regard an order as 
a job, and production scheduling is carried out for each job (Fu et al., 
2017; Kergosien et al., 2017; Yagmur and Kesen, 2023). Single product 
variety (Chevroton et al., 2021; Devapriya et al., 2017; Ganji et al., 
2020; Yagmur and Kesen, 2021). More specifically, very few studies on 
IPDS looked at the production characteristics of multi-variety products 
batch manufacturing. Although Guo et al. (2017) considered the multi- 
product batch manufacturing model, they assumed only continuous 
manufacturing between batches. 

For delivery characteristics, some publications involved delivery due 
dates (Devapriya et al., 2017; Guo et al., 2017; Kergosien et al., 2017; 
Yagmur and Kesen, 2021; Yagmur and Kesen, 2023). As the research 
progressed, realistic orders tended to be required to be delivered within 
a time interval, thereby some studies proposed hard time windows. Fu 
et al. (2017), and Vahdani et al. (2017) considered a hard time window 
with compulsory constraints at both ends, and orders must be delivered 
within this time window. Some publications involved hard time win-
dows with compulsory constraints at one end, orders can be delivered 
early, but tardiness cannot exceed a hard upper limit of the time window 
(Ganji et al., 2020; Park and Hong, 2009). Wang et al. (2019) considered 
the situation where the vehicle needs to wait until the hard lower limit of 
the time window to execute delivery when the vehicle arrives early. Due 
to hard time windows with compulsory constraints being ideal, soft time 
windows with flexible delivery properties are gradually being studied. 
For the relevant literature involving soft time windows, most of the 
literature deals with the integration problem through a sequential co-
ordination method. Among them, Hou et al. (2022) proposed a coordi-
nation method that first conducts job assignments to obtain the 
production sequence, and then determines the delivery plan based on 
the production sequence and homogeneous vehicle capacity. Moham-
madi et al. (2020) coordinated production and delivery by fixing the 
departure time of the vehicle tour. It is assumed that the starting time of 
each vehicle’s tour is equal to the completion time of the last job in the 
vehicle’s cargo. Thus, vehicle tour departure times can be determined by 
production schedules. The coordination between them is simplified. Liu 
et al. (2021) considered the feature of flexible departure time of the tour. 

Table 1 
Summary of the literature review.  

Author(s) Production characteristics Distribution characteristics Optimization objectives 

Delivery time constraints Vehicle configurations 

Batch 
manufacturing 

Multiple 
products 

Soft 
time 

window 

Hard 
time 

window 

Delivery 
due date 

Vehicle 
number 

limit 

Heterogeneous 
vehicle 

Multiple 
trips 

Cost/Profit Customer 
satisfaction 

(Devapriya et al., 2017) ●    ● ●  ● DC  
(Kergosien et al., 2017)  ●   ● ●  ●  TP 
(Guo et al., 2017) ● ●   ●  ●  PC + IC + DC TP 
(Chevroton et al., 2021) ●    ●    IC + DC TP 
(Yagmur and Kesen, 2021) ●    ● ● ● ●  TP 
(Yagmur and Kesen, 2023)     ● ● ● ●  TP 
(Fu et al., 2017)  ●  ●   ●  PC + DC  
(Vahdani et al., 2017)  ●  ●  ● ● ● PC + IC + DC  
(Park and Hong, 2009)  ●  ●     PC + DC TP 
(Wang et al., 2019)    ●  ●  ● DC TP 
(Ganji et al., 2020) ●   ●  ● ● ● DC TP 
(Hou et al., 2022)   ●   ●    EP + TP 
(Mohammadi et al., 2020)  ● ●   ● ●  PC + DC EP + TP 
(Liu et al., 2021)   ●   ● ●  DC EP + TP 
Current study ● ● ●   ● ● ● PC + IC + DC EP + TP 

PC: Production cost; IC: Inventory cost; DC: Distribution cost; EP: Early penalty; TP: Tardy penalty. 
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But the proposed coordination method was to first obtain the shop 
scheduling scheme with the minimum makespan, and then an exact 
procedure was used to determine the optimal tour departure time of this 
shop scheduling scheme to form the integrated solution. This method 
was to coordinate production and vehicle tour departures sequentially 
rather than simultaneously. To the best of our knowledge, there is no 
paper considered a collaborative mechanism that simultaneously co-
ordinates production scheduling and vehicle routing. 

Consequently, this study is among the first investigations studying 
the simultaneous coordination of batch manufacturing and tour depar-
ture schedules. In addition, according to Table 1, a bi-objective model 
with maximizing total profits (Including production, inventory, and 
distribution costs) and minimizing total weighted earliness and tardi-
ness is rarely investigated. 

3. Problem description and mathematical formulation 

3.1. Problem statement and assumptions 

The investigated IPDS problem includes the production stage with 

batch manufacturing, inventory stage, and distribution stage (vehicle 
routing) with soft time windows. As shown in Fig. 1, the production 
stage consists of several independent production lines. Each production 
line produces a single variety of products. Each batch contains multiple 
varieties of products, where B(I, P) represents product P of batch B(I). 
The production line needs to shut down and re-preparation when there 
is an idle time between adjacent batches (e.g., B(1, 1) and B(2, 1)), 
thereby incurring production start-up costs. The batch can only be 
delivered when all the products in the batch have been produced. 
Moreover, each variety of product within each batch will incur in-
ventory if it is not delivered immediately after production. The factory 
has enough inventory capacity, and the storage and delivery of products 
are based on pallets. The distribution stage involves a vehicle routing 
problem. It is defined on the entire graph G = (N, A), which contains 
various vertices N = {0, 1, …, n} and the arc set is A = {(k, l): k, l ∈N, 
k<l}. The factory is placed at vertex 0, and the set of retailers is 
described as R = N\{0}. A limited number of multi-trip heterogeneous 
vehicles are used to deliver products to a set of geographically dispersed 
retailers. Earliness and tardiness in deliveries result in a drop in 
customer satisfaction. Each vehicle starts its route from the factory, 

Fig. 1. Illustration of an integrated production scheduling and vehicle routing.  

Fig. 2. Flowchart for breaking orders into batches.  
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visits a sequence of retailers and returns to the factory. 
Integrated decision-making includes breaking orders into batches 

and batch manufacturing-inventory-vehicle routing. Fig. 2 shows a 
flowchart for breaking orders into batches. First, we select the delivery 
vehicle for the order according to the size of the order. Then, the orders 
assigned to each vehicle are divided into different vehicle tours based on 
vehicle capacity and soft time windows. And the products in a tour 
compose a batch. Each tour has a flexible departure time, but different 
departure times correspond to different early or tardy penalty times for 
orders on this tour. Finally, the manufacturing sequence of batches is 
obtained by calculating the ideal optimal departure time for each tour. 

Subsequently, the integrated production scheduling and vehicle 
routing solution is obtained by simultaneously coordinating batches 
with manufacturing sequences and tours with ideal optimal departure 
times. Noticeably, when the production of a certain variety of products 
in a batch (i.e., B(I, P)) is completed, the products need to be packed into 
pallets and transported to the inventory for storage. Therefore, the in-
ventory time of different varieties of products within a batch may not be 
the same. The delivery can only start once all varieties of products 
within a batch have been produced and packed into pallets. 

Some detailed assumptions for this problem are:  

• The production process within the batch is continuous on each 
production line. 

• Each retailer’s demand must be satisfied in one delivery, and sepa-
rate deliveries are not allowed.  

• The total demand for each order must not exceed the capacity of the 
vehicles. 

• Delivery is allowed for vehicles that are not fully loaded, and prod-
ucts are allowed to be mixed.  

• During each tour, the vehicle is delivered continuously without 
waiting. 

3.2. Notations of parameters 

The important notations used in formulating the mathematical 
model of the investigated IPDS problem are listed below. Where the unit 
of price and cost is yuan and the unit of time is the hour. 

Indices 
p: Index for product variety (production line) (p = (1,2, ⋅⋅⋅⋅⋅⋅P)). 
i, j: Index for the production sequence of batches (i, j = (1,2, ⋅⋅⋅⋅⋅⋅n)). 
k, l: Indices for the retailers (k, l = (1,2, ⋅⋅⋅⋅⋅⋅n)). 
0,n + 1: The factory index at the starting and the final location. 
v: Index for the vehicle (v = (1,2, ⋅⋅⋅⋅⋅⋅V)). 
Constants 
Dk,p: The demand of retailer k for product p. 
Prp: The average sale price of product p. 
Pcp: The average production cost of product p. 
Ptp: Processing time of product p. 
Fsp: The production start-up cost of product line p. 
Op: Unit product p occupies the capacity per pallet. 
Hc: Holding cost rate of inventory per pallet product. 
Cv: Maximum load number of pallets for vehicle v. 
Fcv: Fixed cost of vehicle v. 
Vcv: The variable cost of vehicle v per unit time. 
Tk,l: Travel time from the location of retailer k to the location of 

retailer l. 
[Ek, Lk]: The time window of retailer k. 
Re: Early time penalty rate for per pallet product. 
Rd: Tardy time penalty rate for per pallet product. 
M: A sufficiently large number. 
Intermediate variables 
tcp,B(i): Completion time of product p for production batch B(i). 
ak: Arrival time of vehicle delivery to retailer k. 
sB(i),B(j): 1, if batch B(i) is immediately followed by batch B(j) during a 

vehicle; 0, otherwise. 
wp,B(i): 1, if tsp,B(i+1) > tcp,B(i); 0, otherwise. 
Decision variables 
tsp,B(i): Start time of product p for production batch B(i). 
tdB(i): Departure time of production batch B(i). 
eB(i): 1, batch B(i) exists; 0, otherwise. 
xk,l: 1, if retailer k is immediately followed by retailer l during a 

vehicle’s tour (batch); 0, otherwise. 
yv,B(i): 1, if the production batch B(i) is delivered by vehicle v; 0, 

otherwise. 
gk,B(i): 1, if the order of retailer k is included in product batch B(i); 0, 

otherwise. 

3.3. A mixed-integer programming model 

The mathematical model for the investigated IPDS problem is 
formulated. The specific descriptions of the two objective functions and 
constraints are as follows:  

(1) Total profits. 

Total profits consist of product revenue, production start-up cost, 
inventory cost, and distribution cost. The production start-up cost is 
directly related to the number of idle occurrences. And inventory cost is 
related to the number of pallets occupied by the product and storage 
time. In addition, the delivery cost consists of two parts. One is a fixed 
cost related to the number of vehicle departures, and the other is a 
variable cost related to vehicle routing time (fuel consumption). 

Max
∑P

p=1

∑n

k=1

(
Prp − Pcp

)
Dk,p −

∑P

p=1

∑n− 1

i=1
wp,B(i)Fsp

− Hc
∑n

i=1

∑P

p=1

∑n

k=1

[
gk,B(i)Dk,pOp

(
tdB(i) − tcp,B(i)

) ]

−
∑V

v=1

{

Fcv

∑n

i=1
yv,B(i) + Vcv

∑n

k=1

∑n

i=1

[

gk,B(i)yv,B(i)

(

x0,kT0,k +
∑n+1

l=1
xk,lTk,l

)]}

(1)    

(2) Customer satisfaction. 

Considering the delivery time constraints of orders, timely delivery 
within soft time windows helps to improve customer satisfaction. This 
paper measures customer satisfaction objective by total weighted 
earliness and tardiness. It is determined by the early or tardy time of the 
delivery order, the number of pallets occupied by the order and the 
penalty rate. 

Min
∑n

k=1

∑P

p=1

[
Dk,pOp(Remax(Ek − ak, 0) + Rdmax(ak − Lk, 0) )

]
(2) 

Subject to: 

tsp,B(i) + Ptp

∑n

k=1
gk,B(i)Dk,p = tcp,B(i)

∀ p ∈ {1,⋯,P}, ∀ i ∈ {1,⋯, n}
(3)  

tcp,B(i)⩽tsp,B(i+1) + M
(
1 − eB(i+1)

)

∀ p ∈ {1,⋯,P}, ∀ i ∈ {1,⋯, n − 1} (4)  

tcp,B(i)⩽tdB(i) ∀ p ∈ {1,⋯,P}, ∀ i ∈ {1,⋯, n} (5)  

tdB(i) =
∑n

k=1

(
ak − T0,k

)
x0,kgk,B(i) ∀ i ∈ {1,⋯, n} (6)  

M. Huang et al.                                                                                                                                                                                                                                 



Computers and Operations Research 159 (2023) 106346

5

∑n

l=1
xk,l
(
ak + Tk,l − al

)
= 0 ∀ k ∈ {1,⋯, n} (7)  

∑n

l=1

(
al + Tl,n+1

)
xl,n+1gl,B(i)⩽tdB(j) + M

(
1 − sB(i),B(j)

)

∀ i ∈ {1,⋯, n − 1}, ∀ j ∈ {i + 1,⋯, n}
(8)  

∑n

l=1
x0,l =

∑n

k=1
xk,n+1 =

∑n

i=1
eB(i) (9)  

∑n

k=0
xk,l = 1 ∀ l ∈ {1,⋯, n} (10)  

∑n+1

l=1
xk,l = 1 ∀ k ∈ {1,⋯, n} (11)  

Ek⩽El + M
(
1 − xk,l

)

∀ k ∈ {1,⋯, n}, ∀ l ∈ {1,⋯, n} (12)  

Lk⩽Ll + M
[
1 + xk,l(El − Ek − 1)

]

∀ k ∈ {1,⋯, n}, ∀ l ∈ {1,⋯, n} (13)  

∑n

i=1
gk,B(i) = 1 ∀ k ∈ {1,⋯, n} (14)  

∑V

v=1
yv,B(i)⩽1 ∀ i ∈ {1,⋯, n} (15)  

1 − M
(
1 − eB(i)

)
⩽
∑n

k=1
gk,B(i)⩽MeB(i) ∀ i ∈ {1,⋯, n} (16)  

1 − M
(
1 − eB(i)

)
⩽
∑V

v=1
yv,B(i)⩽MeB(i) ∀ i ∈ {1,⋯, n} (17)  

gk,B(i)⩾gl,B(i) + xk,l − 1
∀ k ∈ {1,⋯, n}, ∀ l ∈ {1,⋯, n}, ∀ i ∈ {1,⋯, n} (18)  

gl,B(i)⩾gk,B(i) + xk,l − 1
∀ k ∈ {1,⋯, n}, ∀ l ∈ {1,⋯, n}, ∀ i ∈ {1,⋯, n} (19)  

EB(i+1)⩽MEB(i) ∀ i ∈ {1,⋯, n − 1} (20)  

∑P

p=1

∑n

k=1
gk,B(i)Dk,pOp⩽Cv + M

(
1 − yv,B(i)

)

∀ v ∈ {1,⋯,V}, ∀ i ∈ {1,⋯, n}
(21)  

eB(i), xk,l, yv,B(i), gk,B(i), sB(i),B(j),wp,B(i) ∈ {0, 1} (22)  

tsp,B(i), tcp,B(i), tdB(i), ak⩾0 (23) 

Constraints (3)-(4) indicates the time constraint of batches on pro-
duction lines. Constraint (5) indicates that a batch of products can be 
delivered only after all products are completed. Constraints (6)-(13) are 
descriptions of constraints on routing time and sequence. Constraint (6) 
indicates the time constraint from the factory to the first retailer. 
Constraint (7) indicates the constraints of the delivery sequence and 
time of the two retailers during a batch. Constraint (8) indicates the 
vehicle can’t deliver the next batch until it completes the current de-
livery task and returns to the factory. Constraint (9) indicates the tour 
takes the factory as the start and final node, tour and batch one-to-one 
correspondence. Constraints (10)-(11) ensure that the retailer is only 
visited once and it is only departed once in the routing process. Con-
straints (12)-(13) indicate the visited sequence of retailers on each tour. 
Constraints (14)-(15) indicate that a retailer’s order can only exist in a 
batch and a batch can only be delivered by one vehicle. Constraint (16) 
indicates that the batch can only contain orders if the batch exists. 
Constraint (17) indicates that the batch can only be delivered by the 
vehicle if the batch exists. Constraints (18)-(19) indicate that retailer k is 
followed by retailer l during a tour. If retailer k is delivered by vehicle v 
then retailer l will also be delivered by vehicle v and vice versa. 
Constraint (20) ensures that a batch exists only if the previous batch 
exists. Constraint (21) indicates that the capacity occupied by the batch 
should not exceed the capacity of the delivery vehicle. Finally, con-
straints (22)-(23) define the domain and nature of the variables. 

4. The hybrid collaborative framework 

4.1. Design of the framework 

As shown in Fig. 3, a hybrid collaborative framework is proposed to 
solve this problem, which includes a collaborative mechanism and an 
optimization mode based on the hybrid algorithm. The collaborative 
mechanism is designed as follows. Firstly, the vehicle selection scheme 
for orders is obtained, and the orders assigned to each vehicle are 
divided into different tours. The products in a tour compose a batch. 

Fig. 3. Logic diagram of hybrid collaborative framework.  
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Secondly, the ideal optimal departure time for each tour is calculated 
based on the soft time window of orders, thereby obtaining the batch 
manufacturing sequence. Finally, batch manufacturing and tour depar-
ture schedules are simultaneously coordinated to determine the inte-
grated production scheduling and vehicle routing solution. The 
algorithm optimization mode aims to obtain the best integrated pro-
duction scheduling and vehicle routing solution by optimizing vehicle 
selection schemes. 

Based on the logical idea in Fig. 3, an improved multi-objective 
evolutionary algorithm (IMOEA) is proposed to realize this framework 
shown in Fig. 4. First, a one-dimensional integer coding vector is used to 
represent the individual. The individual is composed of n code positions 
(number of retailers), and each code position stores the vehicle serial 
number (1,⋯, V) selected by the retailer. Each individual represents a 
vehicle selection scheme. Then, the initial population is randomly 
generated to ensure its diversity. In addition, the fitness function of in-
dividuals is calculated based on the collaborative mechanism realization 
process (Step1-Step4). The tour division algorithm is provided in Section 
4.2.1. We present the delivery penalty time (DPT) function to exactly 
obtain the ideal optimal departure time for each tour in Section 4.2.2. 
Especially for the simultaneous coordination problem, we specially 
developed a bidirectional scheduling strategy based on a no-wait 
schedule (BSS-NWS) to solve it in Section 4.2.3. Furthermore, we 
adopt a multi-objective evolutionary algorithm (MOEA) improved by 
ALNS based on the specific problem and coding form to realize the 
hybrid algorithm optimization mode (Sections 4.3.1–4.3.2). More spe-
cifically, MOEA is designed based on NSGA-II (Deb et al., 2002). The 
genetic operations of MOEA include selection, crossover, and mutation 
operations. The selection and crossover operations follow binary 

tournament selection and standard two-point crossover in NSGA-II. We 
specially designed a multi-point mutation operation based on small 
probability, and the number of mutation code positions is also random. 
It aims at randomly changing delivery vehicles for some retailers and 
expanding the search for vehicle selection schemes. Moreover, the 
Pareto front in each iteration is obtained by the non-dominated sorting 
method and crowding distance assignment method in NSGA-II. Finally, 
the individuals on the Pareto front are selected as the best solution set 
when the stopping criterion is met. 

4.2. Realization of collaborative mechanism 

4.2.1. Tour division algorithm 
To guarantee a high service level to retailers, we focus on the in-

fluence of soft time windows in the design of the tour division algorithm. 
A tour division algorithm based on vehicle capacity and soft time win-
dows is described in Algorithm 1. 

Algorithm 1 Tour division algorithm.  

1:Nv: The number of retailers delivering in the same vehicle. 
2:Oc: The cumulative number of pallets occupied by the current tour. 
3:Cv: Maximum load number of pallets for vehicle v. 
4: RL is a list of retailers sorted by the time window [Ek, Lk] of each retailer in non- 

decreasing order. 
5: For i ∈ {1, ⋅⋅⋅,Nv} do 
6: Update Oc; 
7: If Oc > Cv then 
8: Put RL(i) in the next tour; Update Oc; 

(continued on next page) 

Fig. 4. Realization of the hybrid collaborative framework —IMOEA.  
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(continued ) 

9: Else 
10: If i = 1orNv then 
11: Put RL(i) in the current tour; Update Oc ; 
12: Else 
13: Lk of the first retailer k in the current tour is used as the starting time to 

calculate tcl,tne. 
14: tcl: The latest arrival time of the vehicle when the retailer RL(i) is placed in 

the current tour. 
15: tne: The earliest arrival time of the vehicle when the retailer RL(i) is placed 

in the next tour. 
16: If tcl < ERL(i) and tne < LRL(i) then 
17: Put RL(i) in the next tour; Update Oc; 
18: Else 
19: Put RL(i) in the current tour; Update Oc; 
20: End if 
21: End if 
22: End if 
23: End for 
24: Get the tour division scheme.  

4.2.2. Determining the ideal optimal departure time for each tour: DPT 
function 

DPT is the penalty time for the delivery order beyond the time 
window. For a certain retailer, if the delivery vehicle arrives early or 
tardy, DPT will increase linearly as the time gap increases. When the 
arrival time is within the time window, DPT=0. Therefore, the DPT 
function is piecewise linear as shown in Fig. 5. 

The notations are the following:  

- t represents the abscissa, indicating the departure time of the tour.  
- DPT represents the ordinate, each t corresponds to a delivery penalty 

time.  
- t1, t2 are the segmentation points of the Piecewise linear function and 

the departure time of the tour corresponding to the retailer’s time 
window.  

- c1, c2 represent the y-intercept coefficients of each segment, 
respectively.  

- k1, k2 represent the slope coefficients of each segment, respectively. 

Notice that this slope is related to the number of retailers’ products 
and the early or tardy penalty rate. 

A tour contains a set of retailers, DPTtour represents the total penalty 
time of a tour, which is composed of the sum of many piecewise linear 
functions. t corresponding to the minimized DPTtour is the ideal optimal 
departure time. Assuming that there are m retailers in a tour, we can get 
at most 2m segment points {t1, ⋅⋅⋅, t2m}, dividing the abscissa into 2m+1 
segment intervals. 

Proposition 1. DPTtour is a piecewise linear function. 

Proof. In a tour, multiple retailers will generate multiple piecewise 
linear functions. Since (ti, ti+1)i ∈ {0, ⋅⋅⋅,2m}t0 = 0; t2m+1 =+∞ is the 
smallest segmentation interval, the DPT function of any retailer on (ti,
ti+1) is linear. The linear function is still a linear function after linear 
operations. So DPTtour is a linear function in each interval (ti, ti+1), 
thereby DPTtour is a piecewise linear function in the entire interval 
(0,+∞). QED. 

Proposition 2. The departure time t corresponding to the minimized 
DPTtour is obtained at the segment point. If the adjacent segment points 
simultaneously obtain the minimum DPTtour, then the minimum DPTtour can 
be obtained in the interval composed of the adjacent segment points. 

Proof. From the nature of the continuous function on the closed 
interval, we know that the minimized DPTtour must exist in [t1, t2m], and it 
can only be obtained at the terminal points, stationary points, and non- 
differentiable points. Obviously, for piecewise linear functions, the non- 
differentiable point must be the piecewise point. Since DPTtour is linear 
in every interval (ti, ti+1)i ∈ {1,⋯,2m − 1}, if a stationary point exists, it 
must always exist in an interval with the segment point as the terminal 
point. Therefore, we only need to find the DPTtour function value at each 
segment point and compare the values to find the minimized DPTtour. It 
is worth noting that if the adjacent segment points {ti, ti+1} simulta-
neously obtain the minimized DPTtour, then due to the linear nature of 
DPTtour in the interval [ti, ti+1], the minimized DPTtour is obtained in the 
interval [ti, ti+1]. QED. 

Therefore, the ideal optimal departure time node (or time period) for 
each tour (batch) can be found by the DPT function without calculating 
all nodes in the interval [t1, t2m]. According to the ideal optimal depar-
ture time, the tours are sorted non-decreasing to obtain the 
manufacturing sequence of the corresponding batches. Algorithm 2 
describes this solving process, where Seq = {Seq(1),⋯Seq(h),⋯Seq(H)}

represents the delivery sequence of retailers in the tour. Seq(h) repre-
sents the h-th delivered retailer in the tour, and Seq(0) represents the 
factory index. 

Algorithm 2 DPT function.  

1: FRT: Stores the time from factory to retailer in the tour. 
2: SP: Stores the tour departure times corresponding to soft time windows 

(segmentation points). 
3: For h ∈ {1, ⋅⋅⋅,H} do 
4: FRT = 0; 
5: For i ∈ {0, ⋅⋅⋅, h − 1} do 
6: FRT = FRT+TSeq(i),Seq(i+1); 
7: End for 
8: If ESeq(h) − FRT > 0 then 
9: Put ESeq(h) − FRT in SP; 
10: Else 
11: Put 0 in SP; 
12: End if 
13: If LSeq(h) − FRT > 0 then 
14: Put LSeq(h) − FRT in SP; 
15: Else 
16: Put 0 in SP; 
17: End if 
18: End for 
19: Remove duplicate time nodes from SP and then the DPTtour is calculated for each 

time node in SP. 
20: The time node (or interval) corresponding to the minimized DPTtour is the ideal 

optimal departure time.  

4.2.3. The simultaneous coordination of batch manufacturing and tour 
departure schedules: BSS-NWS 

A batch is delivered immediately after it is manufactured which is 
called a no-wait schedule. It does not generate inventory, so this is an 
ideal way of handling it. Due to the practical limitations of production 
capacity and the number of vehicles, BSS-NWS is proposed to satisfy the Fig. 5. Retailer’s DPT function.  
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no-wait schedule as much as possible. It consists of three sub-strategies, 
and its specific process is shown in the corresponding part of Fig. 4. 
Simultaneous coordination of production and delivery is achieved 
through the effective integration of three sub-strategies, and the prop-
ositions given below establish this concept.  

(1) Sub-strategy 1: The maximum adjustment range strategy. 

The following symbols are introduced: 
[
IDTe

B(j), IDTl
B(j)

]
represents 

the ideal optimal departure time interval of batch B(j). trv,B(i) represents 
the time when the vehicle returns to the factory after the delivery of 
batch B(i) is completed. tde

B(j) represents the earliest departure time of 
batch B(j). 

The sub-strategy1 execution steps are as follows: First, starting from 
time node 0, the batches are continuously arranged in the 
manufacturing sequence thereby obtaining the earliest completion time 
node of batches. Then, in order to obtain the maximum adjustment 
range to achieve the minimum inventory backlog, according to IDTl

B(j)

and tde
B(j),tdB(j) = max

(
tde

B(j), IDTl
B(j)

)
is updated in the sequence of batch 

manufacturing. Finally, according to the no-wait schedule, we perform 
backward scheduling of batches in reverse manufacturing sequence, and 
tcp,B(j) = min

(
tsp,B(j+1), tdB(j)

)
is updated. 

Proposition 3. If batch B(i) is immediately followed by batch B(j) during 
a vehicle, then according to the no-wait schedule,tde

B(j) =

max
(
trv,B(i),max

(
tc1,B(j), ⋅⋅⋅, tcP,B(j)

) )
. 

Proof. Batch delivery requires two conditions to be met: 1) All 
products from the batch are produced. 2) The selected vehicle of the 
batch is currently available in the factory. If the tour corresponding to 
batch B(i) is the first tour of vehicle v,trv,B(i) = 0, otherwise trv,B(i) is non- 
zero. In order to obtain a no-wait schedule, tde

B(j) =

max
(
trv,B(i),max

(
tc1,B(j), ⋅⋅⋅, tcP,B(j)

) )
. QED. 

Proposition 4. By considering the latest node of the ideal departure time 
IDTl

B(j), the strategy of maximum adjustment range can achieve the minimum 
inventory backlog. 

Proof. For tours, the optimal departure time can be obtained at any 

node within 
[
IDTe

B(j), IDTl
B(j)

]
, but each node is different for the pro-

duction line. Affected by the time constraints on the production line, if 
we use nodes earlier than IDTl

B(j) for calculation, the corresponding de-
parture time tdB(j) of the batch may be advanced. When tcp,B(j) is updated 
in the reverse sequence of manufacturing, the scope of backward 
adjustment for each batch becomes smaller. When tcp,B(j) < IDTe

B(j), the 
batch will incur an inventory backlog. Therefore, we use the latest time 
node IDTl

B(j) to achieve the minimum inventory backlog while trying to 
meet the no-wait schedule. QED. 

To illustrate the above process, we give an example in Table 2. As 
shown in Fig. 6, sub-strategy1 is executed according to IDTl

B(j). If 
adjusted according to IDTe

B(j), the advance of tcp,B(j) causes the inventory 
backlog of B(1, 1) and B(2, 1). Obviously, the later the delivery time 
node is set, the larger the adjustable range, and the less possibility of 
causing inventory backlog.  

(2) Sub-strategy 2: The earliest delivery time strategy. 

Since sub-strategy 1 use IDTl
B(j) to obtain the maximum adjustment 

range, the time span of production and delivery is long. In order to 
ensure that batches can be produced and delivered earlier based on the 
no-wait schedule and no inventory generation, we propose the following 
sub-strategy 2. 

We perform forward scheduling of batches according to the 
manufacturing sequence. When there is an idle time between two 
adjacent batches on a production line, it means that the production start 
time of the next batch can be advanced. The production completion time 
of the batch after the advancement is expressed by tca

p,B(j) =

tcp,B(j) −
(
tsp,B(j) − tcp,B(j− 1)

)
. Hence, the departure time of the batch is 

advanced tda
B(j) = max

(
trv,B(i),max

(
tca

1,B(j), ⋅⋅⋅, tca
P,B(j)

))
. Comparing with 

IDTe
B(j), we can update tdB(j) = max

(
tda

B(j), IDTe
B(j)

)
. Let tcp,B(j) =

min
(
tsp,B(j+1), tdB(j)

)
according to the no-wait schedule. 

Proposition 5. The production and delivery time nodes of each batch can 
only be adjusted forward or remain unchanged. Therefore, the time span of 
production and delivery will be reduced or remain unchanged. 

Proof. According to the manufacturing sequence, tsp,B(j)⩾tcp,B(j− 1). 

And tca
p,B(j) = tcp,B(j) −

(
tsp,B(j) − tcp,B(j− 1)

)
, so tca

p,B(j)⩽tcp,B(j), tda
B(j) =

max
(

trv,B(i),max
(

tca
1,B(j), ⋅⋅⋅, tc

a
P,B(j)

))
⩽max

(
trv,B(i),max

(
tc1,B(j), ⋅⋅⋅,

tcP,B(j)
) )

= tde
B(j). Before adjustment, tdB(j) is equal to max

(
tde

B(j), IDTl
B(i)

)
, 

and after adjustment, tdB(j) is equal to max
(

tda
B(j), IDTe

B(j)

)
. Therefore, 

tcp,B(j) and tdB(j) can only be adjusted forward or remain unchanged. 
QED. 

(3) Sub-strategy 3: The trade-off strategy of inventory cost and pro-
duction start-up cost. 

Batches are often produced discontinuously after the first execution 
of sub-strategy 2. Production start-up costs can be reduced by elimi-
nating the idle time between adjacent batches on the production line, 
but batch advance production will incur new inventory costs. We need 
to compare the two costs to determine whether the batch should be 
advanced. In addition, tcp,B(j) no longer corresponds to tdB(j) when there 
is batch B(j) for advanced production. It is necessary to determine 
whether sub-strategy 2 requires to be executed again for the better 
meeting of the no-wait schedule. Hence, the optimal integration solution 
is obtained by cycling sub-strategies 2 and 3 until no batch can be 
produced in advance. 

Sub-strategies 2 and 3 are executed cyclically as follows: Sub- 
strategy 3 is executed to adjust all batches B(I, P) on the production 
line in the manufacturing sequence. B(I, P) is adjusted forward when the 
inventory cost incurred by the elimination of idle time is less than the 
production start-up cost. To better meet the no-wait schedule, sub- 
strategy 2 is executed for B(I, P) which is not adjusted forward. Then, 
sub-strategies 2 and 3 are executed cyclically until there is no batch 
forward adjustment. Proposition 6 shows that this cyclic process can be 
completed in polynomial time. 

To illustrate the above process, we follow the previous example, the 
data for which is shown in Table 2. As shown in Fig. 7, through the 
execution of sub-strategy 2, the integrated solution enters stage 2. Then, 
sub-strategy 3 is executed sequentially for each batch on the production 
line. It is assumed that the production start-up cost of production line 1 
is greater than the inventory cost incurred by batch B(1, 1) in advance, 
and B(1, 1) is adjusted forward into Stage 3. It is worth noting that 
batches B2 and B3 can be further optimized by sub-strategy 2 in stage 3. 

Table 2 
BSS-NWS example data.  

Batch Production time Routing 
time 

[
IDTe

B(j) , IDTl
B(j)

]

Production line 1 Production line 2 

B1 30 21 36 [50, 71] 
B2 54 21 45 [100, 130] 
B3 50 30 20 [147, 177]  
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The production completion and departure times for batches B2 and B3 
will be advanced to 100 and 150, respectively. Re-execute sub-strategy 3 
until the integrated solution is not changed. 

Proposition 6. After sub-strategies 2 and 3 are called at most I*P times in 
a loop, we can obtain the final integration solution. Its time complexity is O 
(I*P). 

Proof. There are P production lines and I batches. Sub-strategy 3 is to 
eliminate idle time according to the manufacturing sequence. Obvi-
ously, the time node of the batch is adjusted forward. According to 
Proposition 5, sub-strategy 2 is also adjusted forward. And each time the 
adjustment is made, the time node of the first forward-adjusted B (I, P) 
will not change. Since at least one B (I, P) is adjusted forward at a time, 
the cycle is executed at most I*P times. Its time complexity is O(I*P), and 
the integrated solution can be obtained in polynomial time. QED. 

4.3. Realization of holistic iterative optimization mode based on ALNS 

4.3.1. Neighborhood structures of ALNS 
Traditional ALNS have multiple destroy and repair operators. Rela-

tively independent destroy operators and repair operators can be line-
arly combined to form a variety of neighborhood structures. Weights are 
assigned to each destroy and repair operator (Aksen et al., 2014; 
Pisinger and Ropke, 2007). A criticism of the traditional ALNS is that the 
random combination of destroy and repair operators makes the search 
random and blind, which may slow down the optimization algorithm. To 
search more targeted, we design four destroy-repair neighborhood 
structures considering the problem characteristics and coding form, 
where the destroy operator and the repair operator have a one-to-one 
correspondence. And weights are assigned to the neighborhood struc-
tures. Two neighborhood structures are designed based on the delivery 
vehicle and heterogeneous capacity characteristics to enhance the 
exploitation ability of the algorithm. Two neighborhood structures are 

Fig. 6. Comparison of different time nodes.  

Fig. 7. Execution of sub-strategies 2 and 3.  
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designed based on the coding form for expanding the search region and 
adjusting the Pareto front, enhancing the exploration capability of the 
algorithm. 

In order to illustrate the execution process of the neighborhood 
structure, the following elements are defined: The individual set of the 
Pareto front ξP =

{
ξP

1,⋯ξP
r ,⋯ξP

R
}

is the execution object of the neigh-
borhood structure, where ξP

r represents the rth individual on the Pareto 
front. ξnew

1 , ξnew
2 are used to store the new neighborhood individuals 

generated by performing the neighborhood search for ξP
r . The neigh-

borhood search scale (Ns) represents the number of times ξP
r executes the 

neighborhood structure, and NIS represents the neighborhood individ-
ual set.  

(1) Problem-based design of neighborhood structures. 

Neighborhood structure 1: Aiming at optimizing the use of delivery 
vehicles to avoid continuous delivery of the same vehicle. Neighborhood 
structure 1 is designed in Algorithm 3. For each individual in ξP, if 
adjacent batches are delivered by the same vehicle, the non-first batch is 
very likely to incur inventory backlog and delivery time tardy. There-
fore, replacing the available delivery vehicle for one of the batches has a 
high probability of optimizing the current individual when there are 
adjacent batches delivered by the same vehicle. Moreover, two 
replacement methods are applied: The whole batch replacement and the 
replacement of each order within the batch. 

Algorithm 3 Continuous delivery vehicle replacement.  

1:NIS = ∅; 
2: For r ∈ {1, ⋅⋅⋅,R} do 
3:ξnew

1 = ∅,ξnew
2 = ∅; 

4: If there are adjacent batches delivered by the same vehicle in ξP
r then 

5: ξnew
1 ← Randomly select one of the batches, and replace the delivery vehicle for 

the whole batch. 
6: ξnew

2 ← Randomly select one of the batches, and replace the delivery vehicle for 
each order. 

7: NIS =
[
NIS, ξnew

1 , ξnew
2
]
; 

8: End if 
9: End for 
10: Obtain NIS.  

Neighborhood structure 2: Since a limited number of heterogeneous 
vehicles are used for delivery, it is critical to select the appropriate 
vehicle based on the batch size. In order to improve the loading rate of 
delivery vehicles for reducing distribution costs, neighborhood structure 
2 is designed in Algorithm 4. The lower the actual load rate of the de-
livery vehicle in the tour plan, the greater the probability that the re-
tailer’s order in the tour will be selected to replace the delivery vehicle. 
The two replacement methods are still applied: The whole batch 
replacement and the replacement of each order within the batch. 

Algorithm 4 Improve vehicle load operation.  

1:Cv: Maximum load number of pallets for vehicle v. 
2:BOB(i)

v : The number of pallets occupied by batch B(i)delivered by vehicle v. 
3:BORB(i): Actual occupancy rate of batch B(i). 
4:NIS = ∅; 
5: For r ∈ {1, ⋅⋅⋅,R} do 
6: Get the order composition of all batches B(i) in ξP

r . 
7: BORB(i) = BOB(i)

v /Cv; 
8: k = 1; 
9: While k⩽Ns do 
10: ξnew

1 = ∅,ξnew
2 = ∅; 

11: Select a batch for vehicle replacement by roulette wheel strategy based on 
BORB(i). 

12: ξnew
1 ← Randomly replace the delivery vehicles of the selected batch according 

to Cv . 

(continued on next column)  

(continued ) 

13: ξnew
2 ← Randomly replace the delivery vehicle for each order in the selected 

batch. 
14: NIS =

[
NIS, ξnew

1 , ξnew
2
]
; 

15: k = k + 1; 
16: End while 
17: End for 
18: Obtain NIS.    

(2) Coding-based design of neighborhood structures. 

Neighborhood structure 3: To expand the search region and help the 
algorithm to jump out of the local optimum, neighborhood structure 3 is 
designed in Algorithm 5. We randomly select part of the coding positions 
to perform separation and cohesion operations. And the vehicle serial 
numbers with the lowest and highest frequency of occurrence are ob-
tained for all individuals within ξP at the selected coding positions. The 
separation operation is to replace the selected coding position with the 
vehicle serial number with the lowest frequency. The cohesion operation 
is to replace the selected coding position with the vehicle serial number 
with the highest frequency. If the frequency of occurrences is the same, it 
is selected randomly. 

Algorithm 5 Separation-Cohesion operation.  

1:NIS = ∅; 
2: For r ∈ {1, ⋅⋅⋅,R} do 
3: k = 1; 
4: While k⩽Ns do 
5: ξnew

1 = ∅, ξnew
2 = ∅; 

6: Randomly select part of the code positions in ξP
r for replacing the vehicle serial 

number. 
7: ξnew

1 ← The separation operation is performed to generate a new neighborhood 
individual. 

8: ξnew
2 ← The cohesion operation is performed to generate a new neighborhood 

individual. 
9: NIS =

[
NIS, ξnew

1 , ξnew
2
]
; 

10: k = k + 1; 
11: End while 
12: End for 
13: Obtain NIS.  

Neighborhood structure 4: In order to make the Pareto front more uni-
form and broader, the individual search is conducted towards the sparse 
region and away from the crowded region by biased adjustment of the 
individual on the Pareto front. The crowding distance assignment 
method (Deb et al., 2002) is adopted to measure the crowding degree of 
individuals. We regard the least crowded individual on the Pareto front 
as the attractive individual ξP

AT , and the relatively crowded individual as 
the repulsive individual ξP

RE. For each individual ξP
r , the search is per-

formed in the direction of approaching ξP
AT and away from ξP

RE. Algo-
rithm 6 gives the specific execution process. 

Algorithm 6 Attraction-Repulsion operation.  

1:NIS = ∅; 
2: Calculate the crowding distance (Crowr) for each individual on the Pareto front. 

3: The individual with minimized Crowr is regarded as ξP
AT. 

4: One of the individuals with Crowr⩾0.5 is randomly selected as ξP
RE. 

5: For r ∈ {1, ⋅⋅⋅,R} do 
6: k = 1; 
7: While k⩽Ns do 
8: ξnew

1 = ∅, ξnew
2 = ∅; 

9: Obtain the code positions of different vehicle serial numbers in ξP
r and ξP

AT. 
10: ξnew

1 ← Randomly select a part of the obtained code positions and change their 
vehicle serial numbers to be the same as the corresponding code positions in ξP

AT. 

(continued on next page) 
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(continued ) 

11: Obtain the code positions of the same vehicle serial numbers in ξj and ξP
RE. 

12: ξnew
2 ← Randomly select a part of the obtained code positions and randomly 

change their vehicle serial numbers. 
13: NIS =

[
NIS, ξnew

1 , ξnew
2
]
; 

14: k = k + 1; 
15: End while 
16: End for 
17: Obtain NIS.  

4.3.2. Main components of ALNS  

(1) Large neighborhood: During the execution of the neighborhood 
search, the search direction varies because the four neighborhood 
structures (rules) have different purposes. And an indefinite 
number of retailers’ delivery vehicle serial numbers are changed 
to generate new neighborhood individual solutions. Therefore, 
the range of the neighborhood search is large and diverse.  

(2) Adaptive search engine: At each iteration, each neighborhood 
structure is assigned a weight, and the choice of neighborhood 
structure is controlled by the roulette-wheel mechanism. Let 
WNSq be the weight assigned to neighborhood structure q based 
on its past performance. Then the neighborhood structure is 
chosen with probability WNSq/

∑4
qWNSq. 

(3) Adaptive weight adjustment: At the beginning, each neighbor-
hood structure is assigned the same weight. In each iteration, the 
Pareto front is updated after the execution of the neighborhood 
structure. The adaptive weight adjustment is conducted accord-
ing to the update level of individuals on the Pareto front. The 
number of added individuals on the Pareto front is set to Numa, 
and the ratio of the removed individual numbers to the original 
total individual numbers is set to Rat. The increased score of the 
neighborhood structure is derived according to Eq. (24), and then 
WNSq is updated. Clearly, Numa must be more than 0 when Rat 
>0. And the larger the Numa and Rat, the better the performance 
of the executed neighborhood structure. Thus, the design of 0 =

ω1 < ω2 < ω3 < ω4 < ω5 < ω6 is reasonable. 

ω =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ω1, Rat = 0 and Numa = 0
ω2, Rat = 0 and Numa > 0
ω3, 0 < Rat⩽0.25
ω4, 0.25 < Rat⩽0.5
ω5, 0.5 < Rat⩽0.75
ω6, Rat > 0.75

(24)  

5. Computational experiments 

In this section, we show detailed experiments to evaluate the per-
formance of the proposed IMOEA. We compared IMOEA with NSGA-II 
(Ganji et al., 2020), the discrete differential evolution algorithm based 
on multi-objective optimization (MODE) (Qu et al., 2020), HGAPSO1 
(Soleimani and Kannan, 2015), HGAPSO2 (Biuki et al., 2020) and an 
improved multi-objective differential evolutionary algorithm (IMODE) 
is formed by adopting the proposed ALNS to improve MODE. All ex-
periments are implemented by using MATLAB2020a and run on an Intel 
Core i5-1035G1-CPU 1.00 GHz and 16.0 GB of RAM. 

5.1. Testing instances 

We generate the test instances according to the method proposed by 
Yagmur and Kesen (2023) for making a fair comparison. And they show 
that the true Pareto solution cannot be found by exact traversal solving 
in two hours when the number of retailers exceeds 10. Instances (P-V-n- 
D) are formed by combining the number of production lines P, the de-
livery vehicle V, the number of retailers n, and the retailer product de-
mand D. In the investigated enterprise, the number of regularly running 

production lines is 3–5 (P ∈ {3,4,5}). And the delivery of orders is 
performed by 4–6 vehicles (V ∈ {4,5, 6}), whose capacity varies from 
24–31 pallets. In addition, the number of retailers n is the main factor 
distinguishing the scale of the instance. From the perspective of model 
solving, the larger n is, the longer the encoding individual (one- 
dimensional vector) is, and the larger the solution space is. Therefore, 
the small-, medium- and large-scale instances contain 20, 25, and 30 
retailers respectively. A total of 30 instances, 9 small-scale, 9 medium- 
scale, and 12 large-scale, are generated. 

The specific method for determining the problem parameters is as 
follows: First, we calculate the travel distance between each site by 
locating the latitude and longitude of the real factory and retailer sites, 
thereby getting the travel time matrix Tk,l. In addition, some crucial 
parameters are set as shown in Table 3. We define a general α whose 
value is set to 1000. The demand size of each retailer for different 
products follows a normal distribution N

(
α,α2). The product processing 

time is uniformly distributed between 1/α and 4/α. The lower bound Ek 
of each retailer’s time window is generated from uniform distribution U 
(15, 100), and Lk is generated from Ek. The selection range for the width 
of time windows (Lk − Ek), the pallet capacity occupied by each product 
(Op), and the load number of pallets for the vehicle (Cv) are given in 
Table 3. The dataset can be downloaded from https://www.huangm.cn/ 
zip/IPSVRP-BM-STW-Dateset.zip. 

5.2. Performance metrics 

In order to comprehensively evaluate the performance of the algo-
rithm, four metrics are used to evaluate the cardinality, convergence, 
distribution, and spread of algorithms, i.e., Error ratio (ER) (Audet et al., 
2021), Distribution metric (DM) (Zheng et al., 2016), Inverted genera-
tional distance(IGD) (Coello Coello and Cruz Cortés, 2005), Hyper-
volume (HV) (Zitzler et al., 2000). Yc represents the current non- 
dominated solution set and Yr represents the reference non-dominated 
solution set. The Eqs. (25)-(28) are given as follows: 

ER(Yc) =
|{y ∈ Yc|y ∕∈ Yr } |

|Yc|
(25)  

DM(Yc) =
1
|Yc|

∑m

i=1

(
σi

μi

)
⎛

⎝

⃒
⃒yU

i − yN
i

⃒
⃒

max
y∈Yc

yi − min
y∈Yc

yi

⎞

⎠

σi =
1

|Yc| − 2
∑|Yc |− 1

j=1

(
dj

i − di
)2μi =

1
|Yc| − 1

∑|Yc |− 1

j=1
dj

i (26)  

IGD(Yc,Yr) =
1
|Yc|

⎛

⎝
∑

y2∈Yr

(

min
y1∈Yc

⃦
⃦y1 − y2

⃦
⃦

)m
⎞

⎠

1
m

(27)  

HV(Yc; r) = λ
(

∪
y∈Yc

[y, r]
)

(28) 

Metric ER is used to evaluate the cardinality of the algorithm, the 
lower the metric value, the better it is considered. Metric DM is used to 
evaluate the distribution and spread, and to judge whether the in-
dividuals on the Pareto front are more uniform and broader. A smaller 

Table 3 
The generation of problem parameters.  

Parameter Generation procedure 

Dk,p ∼ N
(
α, α2)

Ptp ∼ U(1/α,4/α)
[Ek, Lk] Ek ∼ U(15, 100)

Lk − Ek ∈ {0.5; 1; 1.5;2;2.5; 3}
Op ∈ {1/α;5/4α;5/3α; 2/α}
Cv ∈ {24;26; 28;29;31; 33}
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Table 4 
Computational results of all algorithms.  

Scale Instance Obj IMOEA NSGA-II MODE IMODE HGAPSO1 HGAPSO2 

Best Avg Time 
(sec) 

Best Avg Time 
(sec) 

Best Avg Time 
(sec) 

Best Avg Time 
(sec) 

Best Avg Time 
(sec) 

Best Avg Time 
(sec) 

Small 3–4- 
20–1 

f1 29.6729 27.5221 83.8 29.1091 27.1434 56.7 28.5159 26.6016 51.5 29.6729 27.4502 78.3 28.9297 26.7667 112.1 29.6534 26.8900 83.6  
f2 0.3339 0.4883 0.3343 0.4826 0.3684 0.5065 0.3339 0.4813 0.3428 0.5063 0.3339 0.5027  

3–4- 
20–2 

f1 32.5643 31.2166 53.4 32.2198 31.0335 32.4 31.4319 30.3420 38.1 32.4362 31.1053 61.2 32.0945 30.6434 95.2 32.4633 31.1439 56.7  
f2 1.8943 2.1643 1.8943 2.1595 1.9903 2.1596 1.8943 2.1389 1.9268 2.1924 1.8943 2.1658  

3–4- 
20–3 

f1 25.1696 23.5569 122.6 24.9985 23.0484 57.6 24.1724 22.5124 59.8 25.1156 23.4790 107.6 24.7878 22.8749 91.3 25.1415 23.0306 81.3  
f2 0.5836 0.7700 0.5836 0.7471 0.6124 0.7654 0.5836 0.7788 0.5871 0.8061 0.5853 0.7571  

4–4- 
20–1 

f1 34.9078 33.6819 67.8 34.5783 33.2209 38.6 33.9352 32.7618 45.7 34.8316 33.5814 74.5 34.4258 33.0489 94.4 34.5838 33.3273 72.5  
f2 1.9725 2.2854 1.9725 2.2383 2.0229 2.2407 1.9725 2.2662 1.9898 2.2811 1.9725 2.2211  

4–4- 
20–2 

f1 35.2418 33.9473 64.5 34.9576 33.6765 40.0 34.3227 33.1747 46.0 35.2057 33.9644 61.9 34.8034 33.4932 102.3 34.9869 33.7916 72.7  
f2 2.0420 2.3224 2.0420 2.3053 2.0845 2.3327 2.0420 2.3264 2.0568 2.3525 2.0420 2.3101  

4–4- 
20–3 

f1 35.5526 34.4982 70.4 35.3585 34.3406 38.3 34.6286 33.6590 45.9 35.5155 34.4221 73.5 35.1420 33.8565 83.7 35.5362 34.3073 70.5  
f2 2.1063 2.3857 2.1119 2.4011 2.1457 2.3829 2.1063 2.3943 2.1139 2.4089 2.1063 2.3699  

5–5- 
20–1 

f1 34.5935 33.2449 90.7 34.1981 32.7233 39.4 33.5833 32.2086 38.1 34.4445 33.0348 101.9 34.0495 32.5119 118.6 34.5104 32.8047 86.5  
f2 2.0283 2.2753 2.0283 2.2393 2.0642 2.2713 2.0283 2.2498 2.0622 2.3196 2.0288 2.2380  

5–5- 
20–2 

f1 33.9991 32.8906 65.8 33.6327 32.4290 24.0 32.9764 31.7918 35.0 34.0312 32.7801 62.8 33.3907 32.1020 99.3 33.7944 32.3848 60.1  
f2 1.9178 2.1511 1.9267 2.1402 1.9685 2.1551 1.9205 2.1536 1.9467 2.2122 1.9191 2.1136  

5–5- 
20–3 

f1 31.3037 29.4783 80.0 30.9489 28.7944 35.5 30.0595 28.4277 30.0 31.3439 29.4224 96.6 30.5620 28.4085 108.3 30.8598 28.6934 84.0  
f2 0.0059 0.0847 0.0131 0.0876 0.0229 0.1081 0.0059 0.0870 0.0140 0.1035 0.0098 0.0814  

Medium 3–5- 
25–1 

f1 30.1163 28.1717 104.5 29.4742 27.3813 51.2 29.0096 26.9659 47.2 30.1246 28.0138 124.2 28.9846 27.0944 122.3 29.6254 27.5383 95.9  
f2 0.7945 0.9496 0.8405 0.9852 0.8601 0.9996 0.8328 0.9652 0.8274 0.9978 0.8278 0.9891  

3–5- 
25–2 

f1 39.7686 38.3174 75.3 39.4166 37.9894 36.8 38.6299 37.5677 26.9 39.8230 38.2905 70.4 39.1533 37.6218 103.2 39.7489 38.0734 73.1  
f2 3.1101 3.3848 3.1957 3.4807 3.3116 3.5187 3.0818 3.3922 3.2278 3.5282 3.1578 3.4162  

3–5- 
25–3 

f1 40.3849 38.7948 93.0 39.8260 38.4426 41.7 39.0711 37.9111 36.2 40.3705 38.8572 94.6 39.5312 38.0468 108.2 40.1770 38.5422 85.2  
f2 3.0864 3.3513 3.1365 3.3926 3.2588 3.4709 3.0961 3.3767 3.1915 3.4625 3.1063 3.4182  

4–5- 
25–1 

f1 44.0469 42.3952 111.6 43.4300 42.0737 33.8 42.6712 41.5031 41.9 44.0469 42.2953 125.0 43.0777 41.8443 80.0 43.7310 41.9022 68.8  
f2 3.5382 3.8276 3.6213 3.8480 3.7781 3.9728 3.5332 3.8158 3.6594 3.9870 3.5889 3.8545  

4–5- 
25–2 

f1 42.9189 41.3423 69.1 42.6204 41.0363 36.7 41.7669 40.4078 28.2 42.8997 41.2491 75.8 42.1210 40.7587 116.6 42.4529 40.9763 52.6  
f2 3.3168 3.6057 3.3855 3.6486 3.5680 3.7716 3.3257 3.6003 3.4330 3.7265 3.3952 3.6710  

4–5- 
25–3 

f1 42.8171 40.8576 86.7 42.3127 40.8418 36.8 41.5764 40.1901 27.7 42.7211 40.9102 92.7 42.0368 40.6100 117.9 42.5117 40.6675 53.4  
f2 3.2558 3.5203 3.3125 3.5503 3.4466 3.6554 3.2648 3.5077 3.3749 3.6308 3.2989 3.5793  

5–5- 
25–1 

f1 42.7096 41.0969 88.3 42.0447 40.7334 41.0 41.4395 40.2043 28.5 42.6211 41.0837 88.6 41.9860 40.4535 118.9 42.5561 40.6542 64.0  
f2 3.4645 3.7443 3.5877 3.8177 3.7092 3.9354 3.4984 3.7791 3.5461 3.8617 3.5062 3.8398  

5–5- 
25–2 

f1 43.5454 41.8226 86.1 43.3003 41.7989 38.5 42.2232 41.0252 30.6 43.5881 41.7592 96.0 42.9561 41.5468 123.3 43.5629 41.5828 66.0  
f2 3.7470 4.0052 3.8861 4.0999 3.9676 4.1916 3.7969 4.0194 3.8842 4.1942 3.8056 4.0845  

5–5- 
25–3 

f1 43.1884 41.5273 67.2 42.6723 41.3160 35.4 41.9015 40.8394 27.4 43.2125 41.5343 82.0 42.4696 41.1172 115.7 43.1191 41.1213 55.4  
f2 3.7210 3.9818 3.7761 4.0768 3.9622 4.1937 3.7311 4.0071 3.8735 4.1373 3.7702 4.0481  

Large 3–5- 
30–1 

f1 43.5061 40.9025 125.8 42.9090 40.8042 44.0 41.8997 40.2908 36.4 43.4590 40.8288 117.8 42.5200 40.2801 151.9 43.0482 40.4234 77.3  
f2 2.4250 2.6519 2.4705 2.6879 2.6007 2.8645 2.4416 2.6574 2.4614 2.7791 2.4324 2.7498  

3–5- 
30–2 

f1 43.7864 41.1395 165.3 43.1416 41.1638 51.7 41.9769 40.3063 44.2 43.7545 41.0773 176.9 42.5164 40.3158 148.4 43.1267 40.6676 75.2  
f2 2.3478 2.5752 2.3687 2.6556 2.4363 2.7486 2.3616 2.5812 2.3945 2.6829 2.3721 2.6345  

3–5- 
30–3 

f1 42.9977 40.4843 125.0 42.4661 40.3720 42.3 41.0623 39.6057 31.0 43.0182 40.5757 147.2 41.9744 39.6933 146.3 42.2426 39.8379 69.2  
f2 2.2986 2.5090 2.3361 2.6051 2.4539 2.7045 2.3045 2.5450 2.3422 2.6353 2.3328 2.5676  

4–6- 
30–1 

f1 47.8534 45.2606 144.3 46.7782 44.8392 49.5 45.6284 44.1060 44.7 47.5255 45.2173 147.0 46.4822 44.1879 164.8 47.0085 44.5671 82.7  
f2 2.6741 2.8720 2.7088 2.8655 2.7910 3.0088 2.6741 2.8779 2.7207 2.9807 2.6962 2.8807  

4–6- 
30–2 

f1 47.5617 45.0799 164.2 46.7534 44.5923 51.6 45.4496 43.7100 42.7 47.5664 44.8650 193.6 45.9606 43.9255 186.4 46.7279 44.2242 89.8  
f2 2.6392 2.8433 2.6721 2.8721 2.7697 2.9841 2.6473 2.8690 2.6981 2.9484 2.6583 2.8671  

4–6- 
30–3 

f1 46.1832 43.8195 173.9 45.5572 42.8062 58.8 44.5334 42.7415 35.5 46.0415 43.6667 192.1 44.8325 42.5781 177.0 45.5599 42.9474 81.7  
f2 2.4691 2.6507 2.4996 2.6750 2.5783 2.8478 2.4735 2.6768 2.5254 2.7605 2.5176 2.6939 

(continued on next page) 
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DM indicates better distributed solutions. Both IGD and HV are used to 
evaluate convergence and distribution. IGD requires the true Pareto 
frontier, since it cannot be obtained, it is often represented by the 
reference Pareto front obtained by all algorithms. HV only needs to 
determine a reference point, which is usually set as the worst point of 
each objective. 

5.3. Parameter setting 

IMOEA has four important parameters: population size N, crossover 
probability Pc, mutation probability Pm, and neighborhood search scale 
Ns. Design of experiments (DOE) is performed to decide parameter 
settings. For each combination in DOE, IMOEA runs 10 times indepen-
dently. The average value of HV is used as a metric to evaluate each 
combination and the reference point is set as the worst point of each 
objective. Finally, the optimal parameter settings of IMOEA are N = 200, 
Pc = 0.7, Pm = 0.1, and Ns = 8. In the same way, DOE is performed on 
each comparison algorithm to make its parameters set to the best. 

5.4. Algorithm comparison and result analysis 

To test the performance of IMOEA, we conducted experiments on 30 
instances. For avoiding contingency, each algorithm was run 10 times. 
The experimental results are shown in Table 4, including the best and 
average values obtained by the algorithm on each objective and the 
average computation time (time in sec.) for 10 runs. For f1, the larger the 
best value and the average value, the better. And the opposite for f2. For 
the medium- and large-scale instances, IMOEA obtains at least two best 
performances on each instance, followed by IMODE, and the rest of al-
gorithms obtain very few. With the enlargement of the instance scale, 
the performance advantage of IMOEA is gradually clear. 

For the computation time of the algorithms, NSGA-II and MODE have 
the shortest computation time, but they also have worse performance. 
Especially when the instance scale enlarges, they can barely obtain the 
best performance. Then, for IMODE, HGAPSO1, and HGAPSO2, 
although their computation time is generally longer due to the addition 
of some improvement strategies or multi-algorithm hybrid mode in the 
algorithms, the algorithm performance is improved to a certain extent. 
Finally, the computation time of IMOEA is similar to IMODE, HGAPSO2, 
and less than HGAPSO1. However, IMOEA has the best performance and 
this advantage becomes more obvious as the instance scale enlarges. 

Fig. 8 shows the Pareto fronts for all algorithms in solving the four 
typical instances of different scales. The solutions obtained by IMOEA 
are closer to the ideal Pareto front. The Pareto front of IMOEA almost 
completely dominates the other algorithms. Tables 5–6 show the com-
parison results of six algorithms on the metrics ER, DM, IGD, and HV. 
The performance of IMOEA is better than the other five algorithms on 
four metrics. 

To further illustrate that the differences between the algorithms are 
statistically significant. Initially, an Anderson-Darling test was con-
ducted to check the normality of the population formed by each algo-
rithm on 30 instances. Most of the population data had a p-value<0.05. 
This indicates that the normality assumption is not satisfied, and a non- 
parametric test is required. Then, the Kruskal-Wallis test of multiple 
independent populations was performed for the four metrics, the p-value 
was less than 0.000, and it was concluded that there is sufficient sta-
tistical evidence to reject the null hypothesis that all populations are 
statistically similar. The ranked means are shown in Table 7. IMOEA is 
significantly better than other algorithms in a rank-based comparison. 
Finally, in order to explain whether the difference between the two al-
gorithms is significant, the Mann-Whitney test is performed by setting 
the significance level to 0.05. The corresponding results are listed in 
Table 8. It is concluded that there are statistically significant differences 
between IMOEA and all the compared algorithms. Therefore, IMOEA has 
significant advantages in terms of cardinality, spread, distribution, and 
convergence. Ta
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Fig. 8. Pareto fronts of six algorithms for (a) 3–4-20–1, (b) 3–5-25–1, (c) 3–5-30–3, and (d) 4–6-30–2.  

Table 5 
Comparison results of six algorithms on ER and DM.  

Scale Instance IMOEA NSGA-II MODE IMODE HGAPSO1 HGAPSO2 

ER DM ER DM ER DM ER DM ER DM ER DM 

Small 3–4-20–1 0.813 176.953 1.000 408.925 1.000 1012.409 0.890 235.798 1.000 478.656 1.000 277.259  
3–4-20–2 0.753 155.178 0.961 481.209 1.000 1174.424 0.904 212.584 1.000 427.971 0.930 215.868  
3–4-20–3 0.697 95.565 1.000 211.224 1.000 727.748 0.894 140.194 1.000 202.033 1.000 83.425  
4–4-20–1 0.758 147.508 0.963 287.447 1.000 1625.489 0.872 240.508 1.000 289.350 0.976 234.979  
4–4-20–2 0.796 304.594 1.000 502.316 1.000 1369.500 0.853 307.313 1.000 261.630 0.961 441.164  
4–4-20–3 0.761 224.880 0.978 648.066 1.000 754.734 0.891 281.417 1.000 722.622 0.965 379.974  
5–5-20–1 0.790 124.744 0.992 198.338 1.000 1138.073 0.972 130.921 1.000 330.818 0.993 237.228  
5–5-20–2 0.704 193.492 1.000 322.972 1.000 1256.539 0.938 256.788 1.000 249.178 0.994 320.137  
5–5-20–3 0.888 146.166 1.000 419.891 1.000 1545.250 0.903 185.117 1.000 548.521 1.000 573.111  

Medium 3–5-25–1 0.879 111.588 1.000 314.359 1.000 1167.475 0.984 186.765 1.000 284.015 1.000 492.729  
3–5-25–2 0.904 72.663 1.000 302.319 1.000 2380.844 0.925 98.211 1.000 686.965 1.000 254.911  
3–5-25–3 0.885 88.100 1.000 434.573 1.000 1816.810 0.915 96.308 1.000 525.348 1.000 223.109  
4–5-25–1 0.882 130.829 1.000 170.641 1.000 2371.371 0.927 58.451 1.000 587.368 1.000 264.839  
4–5-25–2 0.907 104.273 1.000 260.247 1.000 2656.531 0.993 128.680 1.000 354.563 1.000 344.065  
4–5-25–3 0.931 88.040 1.000 212.853 1.000 2226.408 0.922 104.706 1.000 461.341 1.000 349.414  
5–5-25–1 0.811 106.613 1.000 297.388 1.000 2036.566 0.935 132.558 1.000 349.160 1.000 247.862  
5–5-25–2 0.877 119.144 1.000 419.506 1.000 65535.000 0.940 100.982 1.000 340.005 1.000 325.167  
5–5-25–3 0.925 130.610 1.000 220.867 1.000 2559.073 0.909 136.095 1.000 493.731 1.000 281.568  

Large 3–5-30–1 0.897 79.876 1.000 159.386 1.000 1237.406 0.948 93.312 1.000 167.392 0.998 303.170  
3–5-30–2 0.906 48.233 1.000 263.667 1.000 2513.031 0.952 98.749 1.000 327.240 1.000 234.979  
3–5-30–3 0.889 67.976 1.000 185.819 1.000 1510.680 0.955 103.358 1.000 393.756 1.000 221.944  
4–6-30–1 0.908 57.929 1.000 232.422 1.000 2667.464 0.963 71.596 1.000 256.856 1.000 458.881  
4–6-30–2 0.860 44.443 1.000 183.751 1.000 2361.161 0.996 294.517 1.000 283.086 1.000 355.926  
4–6-30–3 0.887 55.202 1.000 139.925 1.000 1186.748 0.983 86.569 1.000 277.500 1.000 292.920  
5–5-30–1 0.853 65.689 1.000 193.731 1.000 1863.349 0.977 111.173 1.000 313.825 1.000 320.307  
5–5-30–2 0.891 49.909 1.000 195.271 1.000 2546.834 0.961 102.293 1.000 245.105 1.000 289.495  
5–5-30–3 0.874 46.170 1.000 159.133 1.000 2680.882 0.968 87.768 1.000 258.836 1.000 274.963  
5–6-30–1 0.876 47.744 1.000 160.720 1.000 2329.350 0.984 81.334 1.000 258.443 1.000 341.762  
5–6-30–2 0.850 43.333 1.000 158.242 1.000 1508.620 0.996 98.344 1.000 339.296 1.000 339.869  
5–6-30–3 0.888 44.628 1.000 166.338 1.000 1631.130 0.994 97.923 1.000 290.847 1.000 271.301 

The bold value means the best performance. 
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As shown in Table 8, IMOEA and IMODE are significantly better than 
NSGA-II and MODE respectively. In IMOEA, its MOEA is designed based 
on NSGA-II. Therefore, the proposed ALNS can effectively improve the 
performance of NSGA-II and MODE. Moreover, by comparing the per-
formance of IMOEA and IMODE, the hybrid of MOEA and ALNS gives a 
better balance between exploration and exploitation than the hybrid of 
MODE and ALNS. Fig. 9 shows the box plots of the four metrics. The 
median of the IMOEA is at the best of the four metrics. Noticeably, for 
metrics DM, IGD, and HV, the width of the IMOEA box (interquartile 

range IQR) is small, indicating that the data has low volatility and high 
stability. Therefore, IMOEA can well address the investigated IPDS 
problem. 

6. Conclusions and future research 

In this paper, we present an integrated production scheduling and 
vehicle routing problem with batch manufacturing and soft time win-
dows. A bi-objective mixed-integer programming model with total 
profits and total weighted earliness and tardiness is proposed. A hybrid 
collaborative framework is designed to solve this model, which involves 
a collaborative mechanism that simultaneously coordinates batch 
manufacturing and vehicle tour departure schedules. IMOEA is devel-
oped according to the proposed hybrid collaborative framework. In 
IMOEA, the collaborative mechanism is realized by the DPT function 
and BSS-NWS, which is used as the decoding part. We perform a com-
parison of the algorithms on instances of different scales. The compar-
ative results of computational experiments show that the efficient 
cooperation between ALNS and MOEA has made IMOEA’s exploration 
and exploitation capabilities well-balanced. IMOEA performs well in 
terms of cardinality, convergence, distribution and spread. Therefore, 
IMOEA is a very competitive method to solve this problem. 

For future research, raw material transportation and product de-
livery vehicles can be used together when considering the supplier stage 
(Schenekemberg et al., 2021). So how to make a four-stage decision plan 
that integrates supply, production, inventory, and distribution is an 
interesting problem. In addition, the selective acceptance and real-time 
arrival of orders will also bring great challenges to integrated decision- 
making (An et al., 2023a; An et al., 2023b). Finally, this introduces new 
complexity to the problem if the travel time for the delivery is uncertain. 

Table 6 
Comparison results of six algorithms on IGD and HV.  

Scale Instance IMOEA NSGA-II MODE IMODE HGAPSO1 HGAPSO2 

IGD HV IGD HV IGD HV IGD HV IGD HV IGD HV 

Small 3–4-20–1 532.072 0.834 2204.650 0.743 4709.996 0.655 675.967 0.827 2659.055 0.721 1529.340 0.780  
3–4-20–2 570.443 0.772 1733.405 0.711 5120.954 0.552 929.603 0.758 2737.517 0.646 987.322 0.748  
3–4-20–3 418.533 0.817 1604.668 0.754 5068.178 0.618 740.428 0.803 2844.540 0.695 1169.140 0.778  
4–4-20–1 555.542 0.783 1554.735 0.715 4905.358 0.565 730.764 0.772 2270.579 0.666 1213.191 0.738  
4–4-20–2 815.066 0.788 2367.274 0.703 5582.110 0.565 1007.180 0.770 2757.711 0.673 1669.226 0.742  
4–4-20–3 706.247 0.797 2046.905 0.738 5650.289 0.580 910.848 0.788 2609.101 0.687 1511.968 0.762  
5–5-20–1 722.923 0.781 2019.750 0.688 5069.829 0.557 939.417 0.757 3171.879 0.622 1434.771 0.728  
5–5-20–2 829.892 0.812 2373.508 0.723 6537.529 0.573 1187.822 0.788 4019.889 0.649 1693.064 0.759  
5–5-20–3 763.913 0.827 1679.411 0.766 5209.076 0.666 775.504 0.828 2649.742 0.722 1770.440 0.772  

Medium 3–5-25–1 1007.801 0.808 2765.153 0.674 6332.107 0.561 1700.845 0.759 3772.852 0.629 2342.822 0.707  
3–5-25–2 841.104 0.782 3132.511 0.653 6829.452 0.511 1121.620 0.763 4551.726 0.587 1856.008 0.721  
3–5-25–3 908.005 0.774 3187.893 0.644 6745.757 0.501 973.519 0.767 4767.538 0.568 2027.207 0.701  
4–5-25–1 984.073 0.749 3138.001 0.646 8019.154 0.464 1055.831 0.754 5693.210 0.546 2474.548 0.664  
4–5-25–2 1026.912 0.777 2849.824 0.676 7495.419 0.491 1312.834 0.760 4091.688 0.608 2526.806 0.689  
4–5-25–3 952.843 0.768 2665.808 0.684 8236.468 0.511 1164.707 0.766 4186.207 0.619 2383.204 0.691  
5–5-25–1 1080.870 0.755 3149.937 0.636 8128.502 0.461 1274.571 0.733 4307.272 0.584 2950.091 0.650  
5–5-25–2 1043.166 0.780 3250.632 0.676 7875.435 0.492 1168.243 0.768 4494.356 0.608 2443.697 0.702  
5–5-25–3 1116.070 0.769 3503.074 0.653 7184.169 0.478 1460.919 0.763 4042.472 0.595 2376.074 0.684  

Large 3–5-30–1 738.274 0.807 3023.203 0.715 10183.844 0.529 1047.356 0.787 5011.948 0.641 3317.072 0.695  
3–5-30–2 660.972 0.808 2904.652 0.713 7705.875 0.559 1117.831 0.787 4507.999 0.650 2867.596 0.710  
3–5-30–3 714.107 0.807 3173.211 0.707 8836.837 0.539 1190.720 0.796 5003.248 0.645 3007.602 0.705  
4–6-30–1 713.236 0.827 3803.457 0.705 9646.208 0.556 1097.251 0.805 6049.145 0.645 3124.924 0.727  
4–6-30–2 980.297 0.831 3533.873 0.716 10567.616 0.542 1857.136 0.786 6496.831 0.631 3359.326 0.720  
4–6-30–3 689.569 0.829 2964.170 0.712 8890.875 0.548 1153.726 0.798 5414.265 0.634 2934.974 0.714  
5–5-30–1 702.000 0.822 2942.195 0.727 7944.540 0.583 1382.595 0.796 4093.221 0.678 3235.909 0.708  
5–5-30–2 590.214 0.827 2959.399 0.729 8529.088 0.567 1066.465 0.808 4941.014 0.663 3535.764 0.704  
5–5-30–3 960.989 0.796 3012.551 0.703 8021.048 0.551 1469.603 0.764 4386.007 0.646 3435.849 0.682  
5–6-30–1 696.718 0.812 3120.787 0.697 9212.530 0.521 1391.772 0.790 4966.893 0.618 3735.387 0.670  
5–6-30–2 775.771 0.821 2925.011 0.725 9042.253 0.546 1362.648 0.781 5500.381 0.639 3631.297 0.691  
5–6-30–3 966.183 0.821 3384.593 0.706 8405.218 0.549 1649.416 0.782 5194.568 0.639 3511.041 0.700 

The bold value means the best performance. 

Table 7 
Ranked means of the Kruskal-Wallis test.  

Algorithms ER DM IGD HV 

IMOEA 18.167 28.867 19.700 156.233 
NSGA-II 116.833 88.000 98.067 84.900 
MODE 126.000 165.500 163.800 18.233 
IMODE 45.733 44.833 43.800 141.700 

HGAPSO1 126.000 113.267 128.600 48.767 
HGAPSO2 110.267 102.533 89.067 93.167  

Table 8 
Computational results of the Mann-Whitney test.  

P-value (\: means unable 
to test) 

P-value 
(ER) 

P-value 
(DM) 

P-value 
(IGD) 

P-value 
(HV) 

IMOEA- NSGA-II 2.056E-12 2.731E-09 1.510E-11 2.039E-11 
IMOEA-MODE \ 1.510E-11 1.510E-11 1.510E-11 
IMOEA-IMODE 2.155E-08 1.034E-02 5.968E-07 1.751E-03 
IMOEA-HGAPSO1 \ 8.066E-11 1.510E-11 1.510E-11 
IMOEA-HGAPSO2 4.380E-12 4.878E-10 2.488E-11 1.436E-10 
IMODE-MODE \ 1.510E-11 1.510E-11 1.510E-11  
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